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Classification of the Work Item and linked work items
2.1
Primary classification
This work item is a … 
	
	Feature

	
	Building Block

	
	Work Task

	X
	Study Item


2.2
Parent Work Item 
	Parent Work Items 

	Unique ID
	Title

	
	


2.3
Other related Work Items and dependencies
	Other related Work Items (if any)

	Unique ID
	Title
	Nature of relationship

	860009
	FS_AMMT (Study on traffic characteristics and performance requirements for AI/ML model transfer in 5GS)
	Study of the use cases and the potential performance requirements for 5G system support of Artificial Intelligence (AI)/Machine Learning (ML) model distribution and transfer.

	920030
	AI/ML model transfer in 5GS
	Provides service requirements Artificial Intelligence (AI)/Machine Learning (ML) model distribution and transfer.

	880011
	Study on 5G Glass-type AR/MR Devices
	Study of AR devices architectures and functions including spatial computing processes usually assisted by Artificial Intelligence (AI)/Machine Learning (ML) models.

	940071
	Study on System Support for AI/ML-based Services
	Study focusing on enabling the AI/ML Services & Transmissions with 5GS assistance to support AI/ML model distribution, transfer, training for various applications.
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Justification

Artificial Intelligence (AI) is a general concept defining the capability for a system to act based on 2 major conditions: 
· The context in which a task has to be done, meaning the value or state of different input parameters. 
· The past experience of achieving the same task with different parameter values and the record of potential success with each parameter value.
Machine Learning (ML) is often described as a subset of AI, in which an application has the capacity to learn from the past experience. This learning feature usually starts with an initial training phase so as to ensure a minimum level of performance when it is placed into service.

Recently, AI/ML has been introduced and generalized in media related applications, ranging from legacy applications such as image classification, speech/face recognition, to more recent ones such as video quality enhancement. As research into this field matures, more and more complex AI/ML-based applications requiring higher computational processing can be expected; such processing involves dealing with significant amounts of data not only for the inputs and outputs into the AI/ML models, but also for the increasing data size and complexity of the AI/ML models themselves. This growing amount of AI/ML related data, together with a need for supporting processing intensive mobile applications (such as VR, AR/MR, gaming, and more), highlights the importance of handling certain aspects of AI/ML processing by the server over 5G system, in order to meet the required latency requirements of various applications.

Recently 3GPP SA1 has conducted a study on traffic characteristics and performance requirements for AI/ML model transfer in 5GS, published in TR 22.874. In addition, 3GPP SA4 has studied the Glass-based AR/MR services for which the spatial computing functions are expected to mostly rely on AI/ML-assisted functions such as object segmentation, recognition, and classification thus providing context of the surrounding environment. This study will primarily focus on the media-related use cases from TR 22.874 and may consider aspects related to AR/MR scenarios as needed. Whilst the non-media related use cases of TR 22.874 are not directly addressed, they may also be enabled by the study.
The addressed use cases are split into 3 major categories:
· Use cases on AI/ML operation splitting between AI/ML endpoints:
· Split AI/ML image recognition;
· Enhanced media recognition: Deep Learning Based Vision Applications;
· Media quality enhancement: Video streaming upgrade;
· Use cases on AI/ML model/data distribution and sharing over 5G system: 
· AI/ML model distribution for image recognition;
· Real time media editing with on-board AI inference;
· AI/ML model distribution for speech recognition;
· Use cases on Distributed/Federated Learning over 5G system: 
· Uncompressed Federated Learning for image recognition;
· Compressed Federated Learning for image/video processing;
AI/ML is also used for optimization of media compression algorithms, thus ensuring an adaptive behaviour of the encoder to the content specificities and other constraints (e.g. bitrate, processor workload). MPEG is currently working on Deep Neural Network Video Coding (DNNVC) investigating 2 approaches: 

· Hybrid block-based coding with DNN (or Hybrid coding), and 
· End to End learning based coding (or End to End coding).

Moreover, the efficient transmission and deployment of neural networks for multimedia applications require methods to compress these large data structures. MPEG has developed tools for compression of neural networks for multimedia applications in MPEG-7 ISO/IEC 15938-17, also known as NNR (Neural Network Representation) or Neural Network Coding. Currently, a second edition of the NNC standard is under preparation, which focuses on incremental updates of neural networks and particularly targets federated training scenarios, where updates and update models need to be exchanged frequently between nodes.
Although some service requirements have been identified for operations on AI/ML models, that can be considered as a new media type, the associated characteristics remain to be studied, such as their traffic characteristics, their impact on the 5G architecture, their format and required protocols. Such a study is also intended to address the latest developments in the compression of those models and the integrated features of media compression assisted by AI/ML in order to identify if any normative work is required.
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Objective

Based on the above discussion, the objectives of the study item are primarily to identify relevant interoperability requirements and implementation constraints of AI/ML in 5G media services.
The objective of this study item includes the following:
· List and describe the use cases for media-based AI/ML scenarios, based on those defined in TR 22.874.
· Describe the media service architecture and relevant service flows for the scenarios, identifying for each use case the impacts on the architecture, including any potential gaps with existing 5G media service architectures. Also describe the model operation configurations for each use case, including split AI/ML operations, identifying where certain AI/ML operations occur.
· Identify and document the available data formats and suitable protocols for the exchange of different data components of various AI/ML models, such as model data, metadata, media data, and intermediate data necessary for such model operation configurations. Also investigate the data traffic characteristics of these data components for delivery over 5G system, including whether there are any needs and potentials for data rate reduction.
· Identify and study key performance indicators for such scenarios, based on the initial considerations in TS 22.261, with additional emphasis on the use cases, model operation configurations and data components as identified in earlier objectives, focusing on objective performance metrics considering the KPIs identified.
· Establish an evaluation framework and use it for the evaluation of scenarios collected for the study. This includes the collection of scenarios based on the use cases identified, and defining a scenario template for the description of scenarios for the evaluation. The evaluation framework to document common testbed architectures and anchors, metrics (e.g. AI/ML task metrics, feasibility/performance metrics), and specific details (such as test configuration and constraints) for each scenario evaluation.
· Identify potential areas for normative work as the next phase and communicate/align with SA2 as well as other potential 3GPP WGs on relevant aspects related to the study.
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Expected Output and Time scale
	New specifications {One line per specification. Create/delete lines as needed}

	Type 
	TS/TR number
	Title
	For info 
at TSG# 
	For approval at TSG#
	Editor

	TR 
	26.9xx
	Artificial Intelligence and Machine learning in 5G media services
	SA#102 (Dec 23)
	SA#103
(Mar 24)
	Gilles Teniou, teniou@tencent.com

	TR
	26.8xx
	Evaluation of Artificial Intelligence and Machine learning in 5G media services
	SA#102 (Dec 23)
	SA#103

(Mar 24)
	Eric Yip

eric.yip@samsung.com


NOTE: The timeline extends up to the finalization of Rel-18 such that it can fulfill all of its objectives. Note however that it also allows any intermediate or final conclusions recommending normative work to be conducted within Rel-18.
	Impacted existing TS/TR {One line per specification. Create/delete lines as needed}

	TS/TR No.
	Description of change 
	Target completion plenary#
	Remarks
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Work item Rapporteur(s)
 Eric Yip, eric.yip@samsung.com
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Work item leadership

SA4
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Aspects that involve other WGs
None
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	Supporting IM name
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